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The application of ANOVA's P-value-based feature selection method, specifically the F-test, in 
phishing detection using the Random Forest algorithm reveals that a configuration of 25 features 
yields the fastest inference time, making it suitable for scenarios requiring high computational 
efficiency and responsiveness. However, if the user's primary priority is to achieve the highest 
level of detection accuracy, the 29-feature configuration is more feasible because it exhibits 
higher accuracy performance and better prediction stability. Consequently, there is no definitive 
trade-off between 25 and 29 features; instead, a selection of solutions can be tailored to the 
application's requirements. This methodology enables users to achieve an optimal equilibrium 
between superior performance and minimal inference time in a phishing detection system, 
contingent upon the implementation context and operational priorities. This study demonstrates 
that a simple statistical approach, such as the P-value, is not only competitive but also provides 
superior results compared to more complex methods, offering a practical and efficient solution 
for real-world implementation. 
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1. INTRODUCTION 

Phishing represents a persistent cyber threat that exploits human 
vulnerabilities through social engineering methods to obtain 
personal and financial data. This threat continues to grow rapidly. 
The latest report from the Anti-Phishing Working Group 
(APWG) reveals that in the first quarter of 2025, more than one 
million phishing attacks were identified, marking one of the 
highest periods of phishing activity ever recorded. [1]. The sheer 
number of attacks raises the urgent need for more efficient, 
accurate, and responsive detection methods. 
 
Conventional detection in the context of cybersecurity refers to 
an approach that predates the adoption of machine learning 
techniques. This approach emphasizes extracting static attributes 
from objects such as URLs, page structures, and web content, and 
then using simple rules, heuristics, or analysis to distinguish 

between phishing and legit sites [2]. These basic features are 
carefully selected to be compact, informative, and operational, 
allowing for quick detection in a production environment. In 
practical terms, conventional detection is often used as a baseline 
to assess performance improvements as more advanced ML 
techniques begin to be implemented. Feature selection, although 
simpler than fully supervised learning techniques, remains crucial 
because it enhances accuracy and efficiency without introducing 
unnecessary complexity. 
 
A Machine Learning-based technique has been developed to 
combat the ever-evolving threat of phishing, yielding 
encouraging outcomes. The foundation of effective ML model 
development is features, which are individual attributes or 
characteristics extracted from each data sample. In this context, 
features can be understood as properties of URLs, page structures, 
and web content that are analyzed in detail across multiple 
attributes [3]. The quality and relevance of these features directly 
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impact the model's performance, so selecting informative 
attributes is crucial for improving computational accuracy and 
efficiency without introducing complexity. However, the use of 
all attributes can lead to overfitting and increase the 
computational load. A systematic method known as feature 
selection is required to determine a subset of the complete array 
of attributes. 
 
This study specifically investigated the effectiveness of two 
statistically based feature selection methods. The first is the P-
value, a technique that quantifies the statistical significance of the 
association between a feature and a target variable. This strategy 
posits that a low P-value signifies a statistically significant 
association between the feature and the target class, hence 
deeming it pertinent for inclusion in the model. [4]. The second 
is Mutual Information (MI), which measures the amount of 
information a feature provides to a target range. The main 
advantage of MI is its ability to detect non-linear relationships 
between variables. In these, not just linear relationships, a high 
MI value signifies a strong dependency between features and 
targets. [5]. Although both techniques have been widely used in 
other domains, their application in phishing detection is still 
limited. 

 
In comparison, various methods of supervised feature selection 
have also been successfully implemented [6] and [7]. Principal 
Component Analysis (PCA) is a dimensionality reduction method 
that converts original data into a new, uncorrelated set of principal 
components Other prevalent methods encompass Information 
Gain, which assesses the significance of a feature by its capacity 
to diminish entropy OneR, a straightforward algorithm that 
identifies the most predictive feature and ReliefF, which 
appraises the quality of a feature based on its proficiency in 
differentiating between neighboring samples. While these 
methods have proven effective in improving classification 
performance, their primary reliance on labeled data is a limitation, 
given that such data is not always readily available or inexpensive 
to obtain. Until now, comprehensive evaluations that directly 
compare the effectiveness of statistical methods, such as P-value 
and Mutual Information, with various techniques of selecting 
monitored features are still scarce in the context of phishing site 
detection.  

2. RELATED WORKS 

Recent advancements in phishing detection research, utilizing 
machine learning, have made significant progress, particularly in 
feature selection to enhance the effectiveness and accuracy of 
classification models. One of the studies referenced in this study 
is the [6] that utilizes various feature selection methods, such as 
PCA, to identify the essential attributes of phishing websites, the 
research indicates that employing feature selection techniques 
can significantly enhance classification efficacy, particularly 
when integrated with algorithms such as Random Forest and 
Naïve Bayes. 
 
Recent studies on phishing detection using machine learning 
highlight the importance of aligning feature selection with 
adaptive model designs. The results of previous studies by [7] 
Conducted a systematic comparison of six feature selection 
algorithms in the hyperlink-based dataset category and showed 

that Information Gain, in combination with Random Forest, was 
able to achieve superior accuracy in the top 20 features. As in 
previous studies, this conclusion also emphasizes that not all 
features contribute significantly to predictive performance, so it 
is only necessary to consider the most supportive features. 
 
Another comparative study on phishing detection using a few 
machine learning algorithms also proves that the selection of the 
correct classification algorithm has a significant impact on the 
results. [8] Conducted a comparison of five major classification 
algorithms, such as Logistic Regression, Decision Trees, Random 
Forest, Adaptive Boosting, and Extreme Gradient Boosting, using 
the Phishing Websites Kaggle dataset, which contains thousands 
of URL samples. The results of this study demonstrate that 
ensemble learning systems, such as Random Forest with voting 
mechanisms and prediction aggregation from multiple decision 
trees, provide better results than other algorithms or hybrid 
approaches. 
 
A separate study on phishing classification, which employed a 
comparable classification methodology, underscored the 
importance of meticulous feature selection and multi-algorithmic 
comparison. In its systematic evaluation, [9] will use the four 
classification algorithms: Decision Tree, K-Nearest Neighbor, 
Random Forest, and Support Vector Machine, and focus their 
analysis on one very complete metric, including True Positive, 
True Negative, False Positive, and False Negative, to avoid too 
high FP and FN values that will always be lower than the real 
world. The research reveals the ranking of multiple evaluation 
metrics, indicating that uniform performance in classification for 
the imbalance category is not always possible, as accuracy alone 
loses meaning. 
 
[10] Construct a URL phishing detection model that is resilient to 
novel (zero-day) attacks by utilizing a synthesis of attributes 
derived from contemporary phishing behavior studies. They 
compared the performance of 11 classification algorithms, 
including Random Forest, LightGBM, and Gradient Boosting, 
and found that models that underwent regular retraining 
performed best. However, the feature selection approach applied 
emphasizes manual selection based on domain knowledge rather 
than feature selection methods such as P-value and Mutual 
Information. 
 
Meanwhile, [11] explicitly highlights the importance of feature 
selection in URL-based phishing detection. They applied 
Information Gain (IG) and TreeSHAP techniques to rank and 
evaluate features using Naïve Bayes, Random Forest, and 
XGBoost algorithms. The best results are obtained with XGBoost 
on the top 15 features. The study shows that selective feature 
trimming can maintain and even improve model accuracy while 
reducing computational burden. 
 
Lastly, [12] Develop a deep learning system for detecting actual 
phishing attempts via browser extensions. While their focus is on 
the use of the RNN-GRU architecture, they also emphasize the 
importance of prediction efficiency, as well as the use of a 
minimal number of features for real-time deployment. This 
research shows that feature reduction through selection or 
reduction techniques, such as PCA, is crucial for real-world 
applications. 
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3. METHOD 

This research underwent several main stages, as illustrated in 
Figure 1. 
 

 
Figure 1. Main stages of research 

 
 

3.1. Experimental Setup 

Machine learning model training is a complex process, 
particularly when working with large datasets. The roles of 
hardware and software are crucial in handling the large datasets 
presented in Table 1, where the ideal combination can improve 
efficiency, accelerate training, and maximize the performance of 
the resulting model. 

 
Table 1. Hardware & Software Specification Table 

Category Details 
Processor Intel® Core™ i7-7700HQ CPU @ 2.8 

GHz 
RAM 16 GB 
Graphics Card Nvidia® GeForce GTX 1050 Ti 4 GB 
Storage NVMe 1 TB 
Operating System TeaLinuxOS 
Python v3.10.10 
Jupyter v2024.2.0 

3.2. Dataset Collection 

To achieve an objective comparison, this study adopted the same 
dataset used by [6] namely the "Phishing Website Dataset" which 
can be found on the Kaggle platform. The main features of this 
dataset are seen in Table 2: 

 
Table 2. Dataset Phishing Table 

Criterion Details 

Number of Samples 11.055 websites 
Number of Features 30 Features 

Class Distribution 
4.898 Phishing (-1 label) 

6.157 legitimate (1 label) 
Source [13] Kaggle 

3.3. Dataset Preprocessing 

3.3.1. Handling Missing Values 

Addressing missing values is a crucial aspect of data preparation 
that seeks to maintain the quality and integrity of the dataset. This 
study conducted a thorough analysis of missing values in the 
Phishing Website Dataset, which comprised 11,055 website 
samples. The results of the analysis show that the dataset is in a 
clean condition with no missing values or corrupted data, so no 
further imputation techniques are required. According to [14]The 
appropriate management of missing values is essential, as it might 
influence the validity of statistical analysis outcomes and the 
efficacy of the constructed machine learning model. 

3.3.2. Remove Duplicate 

Identifying and removing duplicate data is a crucial step in 
maintaining data validity and preventing bias in the model 
learning process. As explained by [15], Duplicate data can 
introduce inaccuracies and redundancies that could potentially 
affect the study's conclusions. In this study, the duplicate removal 
process was implemented to prevent overfitting caused by the low 
variation in the dataset. The Phishing Website dataset used has 
been proven to be free of duplicate data after going through the 
validation process, ensuring that each sample contributes 
uniquely to the model training process. 
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3.3.3. Data Scaling (Standard Scaler) 

The implementation of data scaling using the Standard Scaler is 
performed before the 10-fold cross-validation process. This 
standardization technique modifies the numerical data 
distribution to attain a mean of zero and a standard deviation of 
one, which is optimal for machine learning algorithms such as 
Random Forest and Naïve Bayes. According to [15]Data scaling 
is one of the most essential preprocessing techniques because it 
can improve model convergence and stability. This approach was 
chosen to ensure feature scale consistency across cross-validation 
iterations with the formula: 

𝑥ᇱ =
(𝑥 − 𝜇)

𝜎
 (1) 

Standardization mathematically, μ and σ It is calculated from the 
training data for each feature to ensure that each feature possesses 
a mean of zero and a standard deviation of one after the 
transformation. On cross-validation, μ and σ calculated 
separately for each fold, ensuring there is no leakage of 
information from the test data to the scaling parameters. 

3.4. Feature Selection 

3.4.1. P-Value 

The feature selection technique utilizing the p-value from the 
ANOVA F-test is a univariate statistical strategy that assesses the 
relevance of each feature in isolation from the target variable.  
The ANOVA F-test calculates the ratio between intergroup 
variants and in-group variants to generate the F-statistic, which is 
then converted into a p-value to determine the level of statistical 
significance. [16] which uses the formula: 

F  =  
𝑉𝑎𝑟𝑖𝑎𝑛𝑡𝑠 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐺𝑟𝑜𝑢𝑝𝑠

𝑉𝑎𝑟𝑖𝑎𝑛𝑡𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝
 (2) 

Variance between groups measures how much a feature differs on 
average between different classes (phishing and legitimate sites). 
In contrast, variance within a group measures the diversity of 
feature values within the same class. A high F-value, which 
indicates that the difference between classes is greater than the 
variation within the class, is then converted to a P-value. A low 
P-value signifies a statistically significant association between 
the feature and the target class; hence, it is deemed pertinent for 
inclusion in the model. The primary advantage of this method is 
its computational simplicity, which enables the effective 
identification of relevant features without the need for complex 
algorithms. 
 
The main advantage of this method lies in its simplicity of 
computation, which does not require complex algorithms such as 
ensembles or dimension reduction, yet remains effective in 
identifying relevant features. This method has demonstrated 
efficacy across various study domains, including email spam 
detection, by employing one-way ANOVA F-test statistics to 
assess the similarity of pertinent variables [18]. 

3.4.2. Mutual Information 

A statistical feature selection technique that measures the 
association between a feature and the target variable in a dataset, 
suitable for both classification and regression problems [18]. 
Unlike the ANOVA F-test, Mutual Information not only 
identifies linear relationships but can also reveal non-linear 
relationships between variables, allowing features with complex 

relationship patterns to be detected as relevant. A higher Mutual 
Information value for a feature signifies greater informativeness 
and the ability to enhance the accuracy of predictive models. 
Mutual Information is calculated using the combined and 
marginal probabilities of the (𝑋) and targets (𝑌) with the 
formula: 

I(X; Y) = ቌ෍ ෍ p(x, y)

୷∈ଢ଼୶∈ଡ଼

⋅
p(x, y)

p(x) ⋅ p(y)
ቍ (3) 

Mutual Information measures the level of information 
dependence between a feature. (𝑋) and target classes (𝑌). By 
comparing the combined probabilities p (𝑥, 𝑦) with individual 
probabilities p(𝑥) and p(𝑦)Mutual information can determine the 
informativeness of a feature. A high value of Mutual Information 
indicates that the X Provides a wealth of relevant information to 
reduce uncertainty when predicting Y . The main advantage of 
this method is its ability to detect non-linear relations, allowing 
even features with complex relationship patterns to be identified 
as essential attributes. 

3.5. Initial Model Training 

This research employs two primary categorization algorithms: 
Random Forest and Naïve Bayes.  The assessment was conducted 
to compare the efficacy of the two algorithms to identify the 
optimal model for detecting phishing websites.  The evaluation 
phase occurs after the pre-processing step and feature selection of 
the data.  This is a concise overview of each algorithm used. 

3.5.1. Random Forest 

Ensemble learning algorithms consisting of several randomly 
constructed decision trees [19]. Each tree in the Random Forest 
is trained on a randomly selected data sample using the bootstrap 
method, and predictions are produced by aggregating the outputs 
of all trees through voting for classification or averaging for 
regression.  The principal advantage of Random Forest is in its 
ability to reduce overfitting and improve forecast accuracy by 
using the strengths of numerous foundational models. [21]. 
 
Each tree in the Random Forest also implements random feature 
selection, where at each node (separation point), only a random 
subset of the available features is considered to perform the data 
selection. This differs from the typical decision tree, which 
considers all features. This random feature selection process 
ensures that each tree in the forest has a high level of diversity, so 
that when these trees are combined through voting or averaging, 
the prediction results become more stable and robust against 
overfitting. Properly, the final classification prediction of the 
Random Forest. 

𝑦ො = 𝑚𝑜𝑑𝑒{ℎଵ(𝑥), ℎଶ(𝑥), … , ℎ௡(𝑥)} (4) 

In simple terms, this formula states that the final prediction 𝑦ො It is 
obtained by taking the mode or value that most often arises from 
the prediction results of all individual decision trees in the 
ensemble. Every hᵢ(𝑥) Represent the output or prediction of the 
decision tree i to the input data sample x and by combining 
predictions from n  decision tree that has been trained separately 
using a different subset of data (bagging), Random Forest uses a 
voting mechanism to determine the final class. This ensemble 
approach yields more robust and stable predictions compared to 
a single decision tree, as it reduces variance and the risk of 
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overfitting by aggregating various independent models. This 
voting process enables Random Forest to achieve enhanced 
classification accuracy, particularly in the context of intricate or 
noisy datasets. 

3.5.2. Naïve Bayes 

It is a probabilistic classification technique, remarkably grounded 
on Bayes' Theorem.  This algorithm functions by determining the 
likelihood of a data point belonging to a specific class based on 
its feature values [22].  A primary advantage of Naïve Bayes is 
its simplicity, rapid training speed, and efficacy with massive, 
complicated datasets, despite relying solely on a basic 
probabilistic framework.  Bayes' Theorem is employed to revise 
the initial probability of a hypothesis upon acquiring new 
evidence or data.  The subsequent formula articulates this 
theorem: 

P(𝐶|𝑋) =
𝑃(𝑋|𝐶) ⋅ 𝑃(𝐶)

𝑃(𝑋)
 (5) 

This equation explains how to calculate posterior probabilities 
P(𝐶|𝑋) the probability of a data X included in the class C after 
considering the evidence or existing features. The components in 
the formula consist of P(X|C) is the likelihood (probability of data 
X given a class C), P(C) is a prior probability (the initial 
probability of class C before there is evidence, P(X) is evidence 
(marginal probability of the data X), and P(𝐶|𝑋) is the final result 
that represents the posterior probability (class probability) C After 
considering the data X). 

3.6. Performance Validation 

3.6.1. 10 Fold-Cross Validation 

A fundamental evaluation technique in machine learning research 
to objectively assess model performance and prevent overfitting. 
This method involves randomly partitioning the dataset into 10 
approximately equal folds, as illustrated in Figure 2. In each 
iteration, one fold is used as the test set, and the remaining nine 
folds are used for model training.  This procedure is executed 10 
times, allowing each data sample to serve as test data once while 
being utilized for training on 9 occasions. Subsequently, the 
evaluation findings from all iterations are averaged to yield a 
more consistent and dependable assessment of the model's 
performance. According to [22], in his research, which is a 
fundamental reference in machine learning evaluation, 10-fold 
cross-validation proved to be the best method for model selection 
compared to the more computationally expensive leave-one-out 
cross-validation, even when computing power allows for the use 
of more folds. 

 

The primary advantage of 10-fold cross-validation lies in its 
ability to provide more accurate performance estimates than the 
standard train-test split approach, as it utilizes all the data for 
evaluation and reduces the bias that may arise from using 
unrepresentative data. In the context of phishing detection 
research, the implementation of 10-fold cross-validation ensures 
that each preprocessing step, such as data standardization using 
Standard Scaler and P-value-based feature selection, is carried out 
separately on each fold to avoid data leakage, so that the results 
of the evaluation truly reflect the model's overview capabilities 
on data that have never been seen before. Based on a 
comprehensive study conducted by [7] This method employs a 

comparable 10-fold cross-validation technique, providing an 
optimal balance between bias and variance in assessing the 
model's performance. The findings indicate substantial stability 
and dependability in evaluating machine learning algorithms for 
phishing detection. 
 

 
Figure 2. Example of 10-fold cross-validation 

3.6.2. Confusion Matrix 

One of the essential evaluation metrics in machine learning is the 
confusion matrix, which provides a comprehensive 
representation of a classification model's performance by 
comparing the model's predictions with the actual values in a two-
dimensional table. According to [23] The confusion matrix, also 
referred to as the contingency table, underpins the computation of 
various prevalent performance metrics. This matrix comprises 
four primary components: True Positive (TP), True Negative 
(TN), False Positive (FP), and False Negative (FN), facilitating a 
comprehensive evaluation of the classification model's efficacy. 
As explained by [24] The Confusion Matrix not only provides 
information about the overall accuracy of the model but also 
identifies specific error patterns made by the algorithm, thus 
facilitating more targeted optimization in model development. 

 

In the context of performance validation, the confusion matrix is 
very effective for identifying weaknesses of classification models 
because it explicitly visualizes where the model is confused in 
distinguishing between classes, as highlighted by [23] This 
matrix enables researchers to understand the trade-off between 
benefits (true positives) and costs (false positives). The 
implementation of a confusion matrix in machine learning 
research has become a standard evaluation metric recommended 
by various computational libraries, such as scikit-learn. The 
matrix structure facilitates the calculation of derivative metrics, 
including precision, recall, F1-score, and specificity, which 
cannot be obtained through conventional accuracy 
measurements. The evaluation approach using a confusion matrix 
also enables objective comparisons between different algorithms 
in the same dataset, as demonstrated in various studies on 
phishing detection and medical classification. These metrics offer 
comprehensive insights into the performance characteristics of 
the model within each class. Our study leveraged four key 
performance parameters: 

a. Accuracy: This measurement shows a comparison 
between the correct predictions. 

accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (6) 
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b. Precision: This measures the comparative accuracy of 
optimistic predictions. 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

c. Recall: Evaluation metrics that measure the model's 
ability to detect positive data correctly. 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

d. F1 Score: An evaluation metric that combines Precision 
and Recall into a single value, by taking the harmonic 
mean of both. 

F1-𝑆S𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

The four standard performance measures of binary ML-based 
classifiers are: 

a. True Positive (TP): The amount of data that is actually 
positive and predicted positive by the model. 

b. False Positive (FP): The amount of data that is actually 
negative but incorrectly predicted as positive by the 
model. 

c. True Negative (TN) : The amount of data is actually 
negative and predicted negatively by the model. 

d. False Negative (FN): The amount of data that is 
actually positive but is predicted negatively by the 
model. 

4. RESULT AND DISCUSSION 

This study analyzed the effectiveness of ANOVA F-test-based 
feature selection on 11,055 URLs in the Phishing Website Dataset 
with a 10-fold validation scheme and two classification 
algorithms, Random Forest and Naïve Bayes. Feature ranking, 
based on Figures 3 and 4, consistently places SSLfinal_State and 
URL_of_Anchor as the two most informative attributes in both 
the P-Value and Mutual Information graphs.  Both achieve the 
highest score, far surpassing the following features such as 
Prefix_Suffix, web_traffic, and having_Sub_Domain. 

 

 
Figure 3. Top 10 p-values of feature importance 
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Figure 4. Top 10 Important Mutual Information 

 
An analysis of the accuracy comparison in Figure 5 shows that 
both feature selection methods can improve classification 
performance. However, the combination of Random Forest with 
P-value-based feature selection (RF + P-value) consistently 
shows significant performance advantages compared to Random 
Forest with Mutual Information (RF + Mutual Info), especially 
when the number of features is close to optimal. The RF+P-Value 

accuracy curve reaches a higher peak and shows better stability. 
Given this performance superiority, the P-Value method was 
chosen for a more in-depth analysis. Therefore, further research 
focused on adjusting the model to optimize the P-value to find the 
best balance between accuracy and efficiency by comparing the 
results of using the top 25 and 29 features. 

 

 
Figure 5. Classification methods, Accuracy, and number of features 

 
Furthermore, the test showed a consistent increase in RF accuracy 
from 84.73% with one feature to 97.29% when 29 attributes were 

retained. In comparison, NB remained in the range of 90% to 93% 
without significant spikes, confirming RF's sensitivity to the 
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addition of predictive information. Although the 29-feature 
configuration achieved a peak accuracy of 97.29%, the difference 
was notable compared to the 25-feature model, which resulted in 
97.17%, a very competitive margin. On the other hand, the 
average inference time test per URL showed that the 25-feature 
model was executed in 0.029950 seconds, which is faster than the 
29-feature model, which required 0.031426 seconds, both of 
which were tested 5 times in Figure 6. This combination of near-
equal accuracy and lower latency confirms the advantages of a 
25-feature configuration for real-time phishing detection 
applications. 
 

 
Figure 6. Absolute test time comparison 

 
The Random Forest model optimized with the selection of P-
value features in Table 3 demonstrated very consistent 
performance in both configurations tested, namely 25 and 29 
features, with accuracies of 97.17% and 97.29%, respectively. 
Precision increased from 96.80% on 25 features to 96.98% on 29 
features, while the recall risen from 98.16% to 98.20%, which 
simultaneously hoisted the F1 score from 97.48% to 97.58%. The 
marginal increase across these metrics indicates that the addition 
of four extra features strengthens the model's discriminating 
power, making a configuration of 25 features still reliable if 
computational efficiency is a priority. In contrast, 29 features are 
more recommended to maximize detection precision in 
environments that demand the highest accuracy. 
 

Table 3. Comparison Best Feature 

Model+Selection Feature RF + P-Value RF + P-Value 

Feature 25 29 
Accuracy 97,17 97,29 
Precision 96,8 96,98 
Recall 98,16 98,16 
F1-Score 97,48 97,58 

 
The analysis of the Confusion matrix in Figures 7 and 8 shows 
that the Random Forest (RF) model with 29 features is slightly 
superior to the one with 25 features. In the 29-feature 
configuration, the average per-fold results were recorded as 
470.90 True Negatives (TN) and 604.60 True Positives (TP), 
while False Positives (FP) and False Negatives (FN) were 18.90 
and 11.10, respectively. In contrast, on 25 features, TN dropped 
to 469.80 and TP to 604.40, while FP and FN rose slightly to 
20.00 and 11.30. This slight difference indicates that the addition 
of four extra features decreases the number of positive and 
negative misclassifications, thereby improving the stability of RF 
predictions slightly on 29 features. 

5. COMPARISON WITH OTHER APPROACH 

Utilizing the P-value feature selection and Random Forest 
method, the study achieved a maximum accuracy of 97.29% with 
29 characteristics, significantly surpassing several prior studies in 
phishing detection. 
 
Comparison with similar studies reveals a significant 
performance improvement, as shown in Table 4. [7] with the 
Information Gain, OneR, and ReliefF methods achieved 96.1% 
accuracy. [8] without special feature selection reaches 96.89%. 
Other research, such as [9] with a Feature Importance of 95.25%, 
[6] with a PCA of 95.83%. The advantage of the P-value method 
lies in its simplicity of computation, which does not require 
complex algorithms such as ensembles or dimension reduction, 
yet provides superior results. This makes the approach practical 
for implementing an efficient phishing detection system. 
 
 

  
Figure 7. Confusion matrix with 29 features Figure 8. Confusion matrix with 25 features 
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Table 4. Comparison With Other Approach 

6. CONCLUSION 

The study's findings indicate that employing the P-value ANOVA 
F-test for feature selection in phishing detection using the 
Random Forest algorithm reveals that a configuration of 25 
features yields the most rapid inference time, making it suitable 
for applications requiring high computational efficiency and 
responsiveness. However, if the user's primary priority is to 
achieve the highest level of detection accuracy, the 29-feature 
configuration is more feasible because it exhibits higher accuracy 
performance and better prediction stability. Thus, there is no 
absolute trade-off in choosing 25 or 29 features, but a customized 
solution can be found that suits the application's needs. This 
approach allows users to achieve the ideal balance between high 
performance and low inference time in a phishing detection 
system, depending on the implementation context and desired 
operational priorities. This is important, considering that in 
practice, speed of response and the accuracy of detection are 
crucial aspects that must always be regulated for the coordination 
of the cybersecurity system. Thus, this study successfully fills the 
gap in literature by demonstrating that a simple statistical 
approach, such as the P-value, not only competes but also 
provides superior results compared to more complex methods, 
offering a practical and efficient solution for real-world 
implementation. 
 
This study demonstrates that the P-value is highly effective when 
combined with Random Forest. Further research can test the 
effectiveness of this P-Value feature selection on other advanced 
ensemble algorithms such as XGBoost, LightGBM, or CatBoost, 
as well as on Deep Learning models. 
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